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Statistics
Organisations across the globe and university students are actively using AI

Source: McKinsey
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Organisations that use AI in at least 1 business function
Organisations from >100 countries, 2017-2025
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Global AI (including Gen AI) adoption rate 
has soared

Use of AI

Use of Gen 
AI

University students 
actively use AI

Usage of AI by university students
University students from 16 countries, 2024

Source: Digital Education Council

78%
71%

Percentage of 
students using AI in 
their studies

86%

54%

Percentage of 
students using AI at 
least on a weekly 
basis

https://www.mckinsey.com/~/media/mckinsey/business%20functions/quantumblack/our%20insights/the%20state%20of%20ai/2025/the-state-of-ai-how-organizations-are-rewiring-to-capture-value_final.pdf?shouldIndex=false
https://26556596.fs1.hubspotusercontent-eu1.net/hubfs/26556596/Digital%20Education%20Council%20Global%20AI%20Student%20Survey%202024.pdf?utm_medium=email&_hsenc=p2ANqtz--vgAnYyii7vc_r7l5l_fxcQJZYZA796fzte6B4oZBY5xNhwNLpqevYLzrq4TpZewIZ4xjYf36qkcvpVtnLx-WjDb6JeJDTc_hiukFG1idopsYkD8Y&_hsmi=92199303&utm_content=92199303&utm_source=hs_automation


1st Area of Use – Assistance with Teaching

Source: HKU Med School; Microsoft(1); PolyU; Microsoft (2); HKUST; People.cn

Examples of AI-assisted teaching

Generating educational resources
- Course module structure and quiz 

generation
- “AI virtual patient” with distinct 

personalities and medical histories
- Textbook creation using transcripts and 

slides from online classes

AI-powered lectures
- Digital instructors to deliver lectures in 

virtual reality and on-screen formats
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Examples of privacy and ethical risks

Data breach
Teachers may input students’ personal 
data into AI systems without the 
knowledge of students. Such data may 
be stored in insecure systems or used to 
train AI models, potentially leading to 
unintended disclosure in other users’ 
conversations

Excessive data collection
AI applications tend to collect and retain 
as much data as possible, including 
personal data

https://www.med.hku.hk/en/news/press/20231108-ai-chatbot
https://news.microsoft.com/apac/features/at-the-university-of-hong-kong-a-full-embrace-of-generative-ai-shakes-up-academia/
https://news.microsoft.com/apac/features/at-the-university-of-hong-kong-a-full-embrace-of-generative-ai-shakes-up-academia/
https://news.microsoft.com/apac/features/at-the-university-of-hong-kong-a-full-embrace-of-generative-ai-shakes-up-academia/
https://www.polyu.edu.hk/its/news-and-events/its-enewsletter/get-connected/2023-dec/01-learn-polyu-new-ai-design-assistant/
https://news.microsoft.com/en-hk/2023/08/28/transforming-the-future-of-education-microsoft-revolutionizes-hong-kongs-teaching-and-learning-models-with-generative-ai-technology/
https://news.microsoft.com/en-hk/2023/08/28/transforming-the-future-of-education-microsoft-revolutionizes-hong-kongs-teaching-and-learning-models-with-generative-ai-technology/
https://news.microsoft.com/en-hk/2023/08/28/transforming-the-future-of-education-microsoft-revolutionizes-hong-kongs-teaching-and-learning-models-with-generative-ai-technology/
https://hkust.edu.hk/news/hkust-introduces-asias-first-ai-lecturers-class-promote-teaching-innovation
https://en.people.cn/n3/2024/0517/c90000-20171086.html


2nd Area of Use – Learning Assessment

4Source: Microsoft; Bau; PolyU; HK01

Examples of AI-assisted assessment of 
students’ assignments

Automatic assignment evaluation
- Grade students’ answers based on 

pre-defined marking rubric
- Provide feedback based on the 

course’s objectives and requirements

Analysis of student performance
- Provide insights on students’ answers 

to enhance learning
- Provide personalised feedback 

reports for students

私隱和道德風險例子

Black box problem
AI models can be so advanced that 
people find it hard to understand how 
their personal data would be used, 
including how AI grades the answers 
of students

Informed and express consent
Universities should determine 
whether students are informed of, 
and have expressly consented to, the 
use of AI in handling personal data

Examples of privacy and ethical risks

https://techcommunity.microsoft.com/blog/educatordeveloperblog/empowering-educators-automated-assignment-scoring-via-azure-openai-service-chatg/3828127
https://bau.com.hk/web/article/1329468608718749696/web/content_1329468608718749696.html
https://staff.eie.polyu.edu.hk/innoteach-demo/aireas/
https://www.hk01.com/%E5%B0%88%E4%B8%8A%E6%95%99%E8%82%B2/1094366/%E7%90%86%E5%A4%A7ai%E8%81%8A%E5%A4%A9%E6%A9%9F%E6%A2%B0%E4%BA%BA%E5%A5%AA%E6%95%99%E8%82%B2%E5%A4%A7%E7%8D%8E-%E5%AD%B8%E7%94%9F%E9%80%8F%E9%81%8Ewhatsapp%E5%8D%B3%E5%8F%AF%E9%87%8D%E6%BA%AB%E8%AA%B2%E5%A0%82%E7%B2%BE%E8%8F%AF


3rd Area of Use – Personalised Learning

5Source: Sing Tao; HKUST; Bau; PolyU 

Examples of how AI enables personalised 
learning experiences for students

24/7 AI Tutor 
- Pre-class preparation with AI 

tutoring
- Post-class note generation & 

content discussion
- Turn academic content into 

podcasts
- Mock practice questions
- Some AI tutors are even 

accessible on instant 
messaging platforms

Purpose of data use
AI platforms often collect data about 
students’ engagement, academic 
performance, and even behavioural patterns. 
It is important to check whether personal 
data is used for any “new purpose”

Data security
AI platforms may store lots of data related to 
students, including learning progress, audio 
recordings, and AI conversations containing 
personal data, making them attractive 
targets for cyberattacks

Examples of privacy and ethical risks

https://www.stheadline.com/macroeconomics/3448110/AI%E7%86%B1%E6%BD%AE%E5%BC%95%E9%A0%98%E6%95%99%E8%82%B2%E7%95%8C%E8%BD%89%E5%9E%8B-%E5%9F%8E%E5%A4%A7%E5%BC%95%E5%85%A5Chatbot%E7%B3%BB%E7%B5%B1-%E5%AD%B8%E7%94%9F%E5%A6%82%E6%9C%8924%E5%B0%8F%E6%99%82%E5%80%8B%E4%BA%BA%E5%B0%8E%E5%B8%AB
https://hkust.edu.hk/news/chat-hkgai-v1-hkust-introduces-first-homegrown-ai-tool-drive-innovative-education
https://bau.com.hk/web/article/1329468608718749696/web/content_1329468608718749696.html
https://www.polyu.edu.hk/edc/engage-in-cpd-activities/workshops-seminars/workshop-20241003/?sc_lang=en


Controversial Example

6Source: New York Times

Development

A student found anomalies in 
teaching materials
- Lecture notes contain alleged AI prompts
- Photos of unnatural body features

Accusation of double standards
- Students’ use of AI banned
- Students think they paid for tuition for 

human teaching

Handling by the university
- Rejected request for tuition reimbursement
- University subsequently issued a formal AI 

policy

Complaint against a professor for producing course content with Gen AI

https://www.nytimes.com/2025/05/14/technology/chatgpt-college-professors.html


7

Measures
Organisations mitigate AI-related risks and refer to PCPD’s guidance

Many organisations collecting / 
using personal data through AI refer 

to PCPD’s guidance/advice

28%

27%

55%

Source: PCPD-HKPC survey (2024)

Planning to 
develop

Already have or 
planning to 
develop an AI 
security policy

65% Implemented data 
security measures

Reference to PCPD’s guidelines/advice on AI
Organisations that collected and/or used personal data 
through AI systems in PCPD’s compliance checks, 2025

63%

29%

Have made 
reference 

Planning to 
make reference 
to PCPD’s AI 
guidance/advice

Already have

91%

Source: PCPD

Implemented

Among organisations using AI in 
operations (2024)

https://www.pcpd.org.hk/english/resources_centre/publications/surveys/files/AISecuritySurvey2024.pdf
https://www.pcpd.org.hk/english/resources_centre/publications/surveys/files/AISecuritySurvey2024.pdf
https://www.pcpd.org.hk/english/resources_centre/publications/surveys/files/AISecuritySurvey2024.pdf
https://www.pcpd.org.hk/english/news_events/media_statements/press_20250508.html
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PCPD’s Guidance
The PCPD has published different guidance in response to AI development

Organisations Public

Aug 2021 Jun 2024 Sep 2023Mar 2025



Checklist on Guidelines for the Use of Generative AI by Employees

9

 Features

Presented in the form 
of a checklist

As a matter of good 
practice, organisations 
should devise their 
own policies and 
guidelines in alignment 
with their values and 
mission

 Objectives

To assist organisations in 
developing internal policies 
or guidelines on the use of 
Gen AI by employees at work 
while complying with the 
requirements of the PDPO
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Recommended Coverage of Policies or Guidelines on the Use of Gen 
Al by Employees

Scope 
Protection of personal 

data privacy

Data security

Violations of policies 
or guidelines

Lawful and ethical use 
and prevention of bias
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Recommended Coverage of Policies or Guidelines on the Use of Gen 
Al by Employees – Scope

Scope Details

Clearly specify the Gen Al tools and applications that are 
permitted within the organisation, for example:

• Publicly available Gen Al tools or applications
• Internally developed Gen Al tools or applications

Clearly specify the tasks or activities for which employees can use 
Gen Al tools, for example:

• Drafting
• Summarising information
• Creating textual, audio and/or visual content

Specify if the policy applies to the whole organisation; specific 
departments; specific ranks; and/or specific employees

Permitted tools

Permissible use

Policy applicability
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Recommended Coverage of Policies or Guidelines on the Use of Gen 
Al by Employees – Protection of personal data privacy

Provide clear instructions on:
✓ The types and amounts of information that 
can be inputted into the Gen AI tools
 The types of information that cannot be 
inputted

Permissible storage of output 
information

Require employees that the information 
generated by Gen Al tools be deleted according to 
the organisation’s information management 
policy and data retention policy

Compliance with other relevant 
internal policies

Ensure that the policy on the use of Gen Al is 
aligned with the organisation’s other relevant 
internal policies

Permissible types 
and amounts of input information

Permissible use of output 
information

Provide clear instructions on the permissible 
purposes for using the information (including 
personal data) generated by Gen Al tools, and 
whether, when and how such personal data 
should be anonymised before further use
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Recommended Coverage of Policies or Guidelines on the Use of Gen 
Al by Employees – Lawful and ethical use and prevention of bias

Unlawful acts Emphasise the importance of employees acting as human reviewers

Specify that 
employees shall 
not use Gen Al 

tools for 
unlawful or 

harmful 
activities

Prevention of bias and 
discrimination

Alert employees to the 
possibility that Al-generated 
output can be biased and 
discriminatory

Set out the correction and 
reporting mechanisms

Accuracy and 
verification

Emphasise the need 
for employees to 
verify the 
information provided 
by Al

Provide clear 
instructions on when 
and how Al-generated 
output should be 
watermarked or 
labelled

Watermarking / 
labelling
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Recommended Coverage of Policies or Guidelines on the Use of Gen 
Al by Employees – Data security

Permitted devices

Specify the devices on which employees 
are permitted to access Gen Al tools

Security settings

Require employees to maintain 
stringent security settings

Permitted users

Specify the permitted employees of Gen 
Al tools

User credentials

Require employees to use unique and 
strong passwords along with multi-factor 
authentication

Response to Al incident and data breach 
incident

Require employees to report Al 
incidents according to the 
organisation’s Al Incident Response 
Plan
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Violations of policies or guidelines and practical tips

Consequences of violation
Practical tips on supporting employees in using 

Gen AI tools

Transparency 
• Specify the possible consequences 

of employees’ violation of the 
policies or guidelines on the use of 
Gen Al

• Refer to the PCPD’s Model 
Framework for recommendations 
on establishing Gen Al governance 
structure and measures

Training and Resources

Provide Support Team Feedback Mechanism



Artificial Intelligence: 
Model Personal Data Protection Framework
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Benefits

Provide a set of recommendations on AI governance 
and the best practices for organisations procuring, 
implementing and using any type of AI systems, 
including generative AI, that involve the protection of 
personal data privacy

Assist organisations in complying with the requirements 
of the Personal Data (Privacy) Ordinance

Ensure AI Security

Increase competitiveness



Model Personal Data Protection Framework 
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Formulate AI Strategy and Governance
9 governance considerations

18

Purpose(s) of using AI

Privacy and security 
obligations and ethical 
requirements

International technical 
and governance 
standards

Criteria and procedures 
for reviewing AI 
solutions

Data processor 
agreements

Policy on handling 
output generated by AI 
system

Plan for continuously 
scrutinising changing 
landscape

Plan for continuously 
monitoring, managing 
and maintaining AI 
solution

Evaluation of AI 
supplier



Formulate AI Strategy and Governance
Governance structure

19



Factors to be considered

Conduct Risk Assessment and Human Oversight
Process of risk assessment

20

Conduct risk assessment by a 
cross-functional team1

Identify and evaluate the 
risks of the AI system2

Adopt appropriate risk 
management measures 
commensurate with the risks

3

Privacy 
Risks

• The allowable uses of the data for 
customising procured AI solutions and / 
or to be fed into AI systems to make 
decisions

• Volume of personal data
• Sensitivity of data involved
• The security of personal data used in an 

AI system

Ethical 
Risks

• The potential impacts of the AI system on 
the affected individuals, the organisation 
and the wider community

• The probability that the impacts of the AI 
system on individuals will occur, as well as 
the severity and duration of the impacts

Risk type



Conduct Risk Assessment and Human Oversight
Risk-based approach to human oversight

21

An AI system likely to produce an 
output that may have such 

significant impacts on individuals 
would generally be considered high 

risk.



Execute Customisation of AI Models and
Implementation and Management of AI Systems
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Data 
Preparation

Compliance with the 
requirements of privacy law

Minimisation of personal 
data involved

Proper documentation of 
handling of data

Management of data quality

1
• A school is liaising to purchase a third-

party developed Gen AI tool which 
will be customised to help teachers 
prepare teaching materials, homework 
and exam questions, etc.

• The school may find it necessary to 
use its internal materials to customise 
the tool

• However, the school should note that 
the use of personal data, such as 
students’ names, class and class 
number, may not be necessary for 
customising the AI tool

Process Selected Recommendations Example
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Process Selected Recommendations Examples

Customisation 
and 

implementation 
of AI 

Conduct rigorous testing 
and validation of reliability, 
robustness and fairness on 
the AI model

Consider compliance issues 
based on the hosting of AI 
solution (‘on-premise’ or on a 
third-party cloud) prior to 
integration 

• A school is procuring a third-party 
developed AI chatbot to help its 
employees draft school notices, 
teaching materials and handle 
clerical works

• Considering whether the chatbot is 
hosted on-premise or on cloud, 
employees of the school should be 
cautioned of the risks of entering 
personal data and/or other 
confidential data into the chatbot

Ensure system security and 
data security 

2

Execute Customisation of AI Models and
Implementation and Management of AI Systems
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Management 
and 

Continuous 
Monitoring 

of AI

• Human oversight should aim to prevent and 
minimise the risks posed by AI to individuals. 
Personnel who exercise human oversight 
should:
• Understand the capacities and limitations 

of the AI system, to the extent possible;
• Avoid the tendency to over-rely on the 

output produced by AI; 
• Correctly interpret and assess the output 

produced by AI; and
• Flag and, where appropriate, disregard, 

override or reverse the output produced 
by AI if it is abnormal

Maintain proper 
documentation

Conduct periodic audits

Consider incorporating 
review mechanisms as 
risk factors evolve

Establish an AI Incident 
Response Plan

3

Process Selected Recommendations Examples

Execute Customisation of AI Models and 
Implementation and Management of AI Systems



Foster Communication and Engagement with 
Stakeholders

25



Enhance AI Security = Enhance Competitiveness
Universities can refer to the steps below to enhance AI security

26

Download AI-related guidelines from the PCPD

Evaluate organisation’s strategies on the use of AI

Develop relevant governance strategies and framework, 
draft relevant internal policies or guidelines

For enquiries, please contact PCPD’s “AI Security 
Hotline” (2110 1155)

Join PCPD’s seminars and request internal training 
seminars



Please 
follow us!

27

Thank you!
www.pcpd.org.hk

communications@pcpd.org.hk
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