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Growing popularity of Al

High Al use across Workers
levels comfortable with Al
Exposure to generative Al tools Views on Al in work
% who tried at least once, by job title Respondents comfortable with Al for...

C-suite Senior mgr Mid mgr Admin Analytical Creative
tasks work work

Source: Microsoft (2023)

Youth find Al

impactful

Use/Views on generative Al
Selected Hong Kong youth, age 15-34

Have used Will affect Generative
before youth Al trend
employment irreversible

Source: Youth I.D.E.A.S (2023)
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Deepfake

MREKRA/E ., BIRRXBEEFR SEREREApp

FRRIAENG SL0VIRG Ceime MXEBHE % "BiciEAR, BBER#E
Hong Kong police arrest 6 in crackdown on DaeEn LY
fraud syndicate using Al deepfake technology

to apply for loans

+ Force says case marks first known instance of scammers with stolen ID
cards employing deepfake to fleece financial agencies

+ Police remind public to be aware of signs of deepfakes in video calls, such
as unnatural eye or mouth movements

* In August 2023, Police arrested scammers  |n March 2023, a man was threatened on a
who used the deepfake technology of Al to dating app to buy $10,000 worth of game
impersonate others in applying for loans credits with a video showing his face
online with financial institutions superimposed on the body of a stranger

* Aloan of HK$70,000 was approved engaged in sex acts 3
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Privacy issues of Al

% Excessive data Al applications tend to collect and retain as many OpenAl reportedly scraped 300

collection data as possible, which includes personal data billion words online to train
ChatGPT
Use of data Al models can be so advanced that people find it The “Black box” problem: users of
hard to understand how their personal data would Al are unable to know the internal
be used logic of the Al systems
O@_ Identity re- Some Al models may be able to re-identity Studies show that it is possible to
=] . cpr .- individuals’ identities by collecting & matching identify 93% of people in dataset with
identification _ . .
data from different sources 60mn people using 4 pieces of data
.~ Data accuracy Train.ing Al models .requi.res lots of data, and data Al may makg incorrect analysis.
quality & accuracy is an issue because of inaccurate data, which

hampers decision-making
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Al’s risks vis-a-vis Data Protection Principles (DPP)

PURPOSE AND MANNER OF

COLLECTION
DPP]‘ * Large amount of personal data collected
* Disclose little about collection

DATA SECURITY

DPP4 e Security risks of storing large amount of
conversations

ACCURACY AND RETENTION
* OQutdated/incorrect data becomes part of
training data and is kept longer than
necessary

OPENESS AND TRANSPARENCY

* Data subjects are not fully informed of
DPPS what personal data is held or how
personal data is used

USE OF DATA
* User conversations become new training
data and may be reproduced for another
purpose

ACCESS AND CORRECTION

* OQutdated/incorrect data that is part of
DPP6 training data is hard to be accessed or
corrected
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Laws and regulations
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MAINLAND CHINA: Interim Measures for the
Management of Generative Artificial
Intelligence Services (Aug 2023)

A pro-innovation approach
to Al regulation

| L4 Jrmgli i Search Canada.ca

Canadaca - Innovation, Science and Economic Development Canada

Artificial Intelligence and Data Act

From: Science and Canada

Artificial intelligence (Al) is transforming our economy and being u
tackle some of our toughest challenges, like fighting cancer; improy

= - EUROPEAN
= COMMISSION
Brssels, 2142021
COM2821) 206 il
2000106
Propons for

ARTIFICIAL

(SEC(R021) 67 fima) - (SW2021) 84 fsa) - (SWD(2021) 88 fra)

UK: White Paper on Pro-
Innovation Approach to Al
regulation

CANADA: Artificial
Intelligence and Data Act

EU: Artificial Intelligence Act

SREARHLRBEENE

Office of the Privacy Commissioner
for Personal Data, Hong Kong




PCPD’s guidance

Specifically for Al Applicable to Al

o Ethical Development
and Use of Al
(Aug 2021)

..
Guidance on the Ethical Development and Use of

Artificial Intelligence

Tips on Al Chatbots
(Sep 2023)

10 TIPS for Users of
Al Chatbots

e Privacy Management

Programme (PMP)
_(revised Mar 2019)

ILEEE R
Privacy Management Programme
RETERAESI
A Best Proctice Guide
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Data Security
(Aug 2022)

for Information and
Communications Technology
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PCPD’s guidance

Specifically for Al

o Ethical Development
and Use of Al
(Aug 2021)

. ..
Guidance on the Ethical Development and Use of

Artificial Intelligence
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International efforts on promoting ethical Al

Jan 2019 &
Mar 2019 @

Apr 2019 =

May 2019 &)

Aug 2021 €

Aug 2021 @

SINGAPORE: Model Artificial
Intelligence Governance Framework

JAPAN: Social Principles of Human-
Centric Al

EUROPEAN COMMISSION: Ethics
Guidelines for Trustworthy Al

OECD: Recommendation of the Council
on Artificial Intelligence

HONG KONG’s PCPD: Guidance on the
Ethical Development and Use of Al

HONG KONG’s OGCIO: Ethical Al
Framework

sep 2021 (P

Nov 2021 &

i

Mar 2022 amm

sep 2022 )
Mar 2023 5%

Aug 2023 !e;,

MAINLAND CHINA: Guidance on the
Ethics of the New Generation Al

UNESCO: Recommendation on the
Ethics of Al

THAILAND: Ethical Guidelines for Al

FRANCE: Al: Ensuring GDPR
Compliance

UK: Guidance on Al and Data
Protection (Updated)

SOUTH KOREA: Policy Direction for Safe
Usage of Personal Data in the Age of Al
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3 areas of our guide on Al

S e

O Enable organisations to develop and

@ use A:I in compliance with PDPO @ \/_— 3 Data Stewardship Values

requirements
For business

tj‘ Facilitate healthy development and
Io—ll—o

use of Al in Hong Kong

7 Ethical Principles for Al

For economy

O-<

£ Facilitate HK to become an [
OO

|:| innovation and technology (I&T) hub
as part of the Greater Bay Area

4-Step Practice Guide

©,

For society
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A) 3 Data Stewardship Values

3 Data Stewardship Values
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BEING RESPECTFUL
(ELE)

* Emphasise rights,
interests & reasonable
expectations of
stakeholders

* Individual treated
ethically, not piece of
data
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BEING BENEFICIAL BEING FAIR
(B%E) (23°F)
* The need to benefit * Fair process & fair results
stakeholders * Avoid bias &
* Not just those directly discrimination
affected but also wider « Justify differential
community treatments

* Prevent/minimise harm

SREARHLRBEENE

Office of the Privacy Commissioner
for Personal Data, Hong Kong




7 Ethical Principles for Al

1. Accountability

Organisations should:

- Beresponsible & able to justify actions

- Have measures to assess & address Al risks

@ 5. Fairness
- Avoid bias & discrimination

6. Beneficial Al
@’;{b - Provide benefits
' - Minimise harm to stakeholders

7. Reliability, Robustness & Security

- Ensure reliable Al operation

A% - Resilient to errors

- Protected from attacks with contingency
plans

2. Human Oversight
- Human involvement level ~ risks & impacts
- Risk-based approach

3. Transparency & interpretability
- Disclose use of Al & data privacy practices

- Improve interpretability of automated ﬂ%

& Al-assisted decisions

4. Data Privacy
- Put effective data governance in place | ==
- Process and protect personal data in

accordance with PDPO
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C) 4-step Practice Guide

4-Step Practice Guide

4R

1. ESTABLISH 2. CONDUCT 3. EXECUTE 4. FOSTER
Al Strategy & Risk Assessment Development of Communication
Governance and Human Al Models & with
Oversight Management of Stakeholders
1 Al Systems
Re-assess risks when Fine-tune Al systems to
there are significant address stakeholders’
changes concerns
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Checklist for self-assessment

1. ESTABLISH

2. CONDUCT

4. FOSTER

APPENDIX A - self-assessment Checklist

Al STRATEGY AND GOVERNANCE

Question

RISK ASSESSMENT AND HUMAN OVERSIGHT

Answer

[Yes/No)

Further actions
required

Development of Al Medels

Answer Further actions
(Yes/No) required

Question

13 | Did your erganisation implement appropriate
security measures throughout the Al system life

Al system?

Did your organisation conduct a risk assessment 3 | Did y nur- °_"93 nisation Q‘fal‘-"“ﬂ ‘_h & cycle, from development, use, monitoring to
Question Answer Further actions before the development and use of AI? characteristics of the machine learning termination?
LT ] 2lgorithms befors putting thern o wse? 14 | Does your organisation have any plans to
M ‘sation § lated an Al strat zlkde::; :::oum rsnn‘;lof you:i;. risks an”dl 4 | Did your organisation perform rigorous testing conduct regular evaluation of the wider
b:; yo:}: or::mlsa ion (:rm: afr:\" strategy i a'ztenfthe Adal': F"!m:y of Al models to check their reliability, robustness technological landscape to identify gaps in its
ore the development and use of AI? P ystem ¢ and fairmess? existing technological ecosystem?
2 | Did your organisation set up internal policies Were the risk assessment results reviewed and 5 | Has your organisation put in place adequate risk 15 | Does your organisation conduct internal audit
and procedures specific to the ethical design, endorsed by the Al governance committee (or a mitigation measures, including human oversight, pericdically to ensure compliance with internal
development and use of AlI? similar body)? to deal with errors or failures that may arise in palicies in the development and use of Al?
the use of the Al system?
3 | Did your organisation establish an Al Has your erganisation put in place an ) L B
governance committee (or a similar body) that appropriate level of human oversight and other 6 | Did your organisation put in place adequate
would oversee the life cycle of the Al system, mitigation measures for the Al system, taking security measuras to protact the Al system COMMUNICATION AND ENGAGEMENT WITH
from its development, use to termination? into account the risk profile of the Al system? against attacks? STAKEHOLDERS
4 | Does the Al governance committee (or a similar 7 | Did your organisation establish contingency ;
body) have: plans of suspending the Al system and Question Answer Further actions
: tri ing fallback solutions when it is necessary? N equired
Members § it diecioli DEVELOPMENT OF Al MODELS AND MANAGEMENT OF Al 99¢ering 1 back soutions when It & necessary (Yes/No) require
* Members from different disciplines M | Monitori . o )
and departments to collaborate in Al SYSTEMS = e 1 Dl'd your organisation c_learl;.d and prominently
development and use? 8 | Does your organisation keep appropriate dlisclose the use of Al 10 individual consumers?
« A C-level executive (or management in a = = o a d documentation of the har:dlmg of data, risk 2 | Did your organisation infarm individual
v : = assessments and the design, development, consumers of the purposes, benefits and
similar role) to oversee its operation? testing and use of the Al system? purp .
Pi"PII’iﬁﬂﬂ of Data 9 ystem? effects of using the Al system in its products or
5 | Did your organisation set out clear roles and 9 | Does your organisation have any plans in services?
responsibilities for the personnel involved in the place to re-assess the risks of Al when there . o . )
development and use of AI? Has your organisation taken steps to minimise is a significant change to the functicnality or # | Did your o;gafn‘:at;n dlgdmhthe results D.;:s:
i assessment of the Al system where aj riate?
o ) th? use of pgrm’,‘al clata and ensure compliance operation of the Al system, or a significant yst il
& [ Has your organisation set aside adequate with th_e requirements under tha. PDFO. change to the regulatory or technological 4 | Did your organisation provide channels for
resources in terms of finance and manpower for (e.g. using anonymised or synthetic data; i 7 P .
. environment/ individuals to opt-out from using Al where
the development and use of AI? understanding the sources and allowable uses ble?
of personal data; checking the accuracy of 10 | Has your crganisation reviewed, tuned and re- possible?
7 | Has your organisation provided training to the personal data, etc)? trained Al models pericdically? 5 | Were channels provided for individuals to
rsonnel involved in the development and use i i i
E:AI that is relevant mlheirrespeclp ive roles? 11| Did your organisatian put in place an m"fﬁar.'y '"aczmc'”‘ pr:"d! feedback, seek
{ . i It t It i
Did your organisation take steps to ensure appropriate level of human oversight ff’r the Al :;F:;";‘;;?b;: requast human intervention
% | Has your organisation arranged regular the reliability, integrity, accuracy, consistency, system based on the assessed level of risk? -
awareness-raising exercises to the use of Al with completeness, rele.vaﬂ-ne, fairness and usability 12 | Did your organisation establish operational & | Are the communications with stakeholders made
all relevant personnel? of data before putting it to use? suppont and feedback channels for users of the in a plain, clear and layman-understandable

language?

EREAGRAREELNE

Office of the Privacy Commissioner
for Personal Data, Hong Kong




PCPD’s guidance

Applicable to Al

9 Privacy Management
Programme (PMP)
(revised Mar 2019)_

IEEERGR

Privacy Management Programme

RETERAES]
, A Best Proctice Guide »
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Privacy Management Programme (PMP)

* A management framework @ Minimise risk of data security incidents
* For responsible collection, holding,
processing & use of personal data by the 2 Handle data breaches effectively to
company minimize damages
* To ensure compliance with Personal
Data (Privacy) Ordinance (PDPO) [II:IB Ensure compliance with PDPO

Build trust with employees and

Background % customers, enhance corporate reputation
and competitiveness

* Organisations should embrace personal data
protection as part of their corporate policies “Guide for Independent Non-Executive Directors”
and culture published by HKloD recommends use of PMP
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3 components of Privacy Management
Programme (PMP)

O 1. Organisational Commitment
) O e Get buy-in from the top
O e Appoint Data Protection Officer

e Set up areporting mechanism

—
2. Programme Controls
* Personal data inventory ¢ Training, education & promotion ¢ Communication
* Internal policies * Handling of data breach incidents
* Risk assessment tools * Data processor management

3. Ongoing Assessment and Revision
* Develop an oversight & review plan
* Assess and revise programme controls
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PCPD’s guidance

Applicable to Al

Data Security
(Aug 2022)

Guidance Note on
Data Security,Measures
for Information and
Communications Technology
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7 recommended measures to enhance data
security

Data Governance & Technical and Remedial Actions in Other
Organisational Operational Security the event of Data Considerations
Measures Measures Security Accidents

=

Risk Assessments Data Processor Monitoring,
Management Evaluation and
Improvement 19
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0 Ethical Development and Use of Al 9 Privacy Management Programme (PMP)
(Aug 2021) (revised Mar 2019)

FLEEERR
Privacy Management Programme

RETERAESI
A Best Proctice Guide

o 10 TIPS for Users of Al Chatbots e Data Security Measures for Information and
(Sep 2023) Communications Technology (Aug 2022)

231 10 TIPS for Users o
Al Chatbots
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Thank you
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